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Executive Summary 

In October 2025, researchers from Palo Alto Networks’ Unit 42 uncovered a large-scale, financially motivated 

cyber-fraud campaign now known as “Jingle Thief.” 

The operation represents one of the most sophisticated examples to date of cloud-based financial crime, 

combining social engineering, identity compromise, and the exploitation of legitimate cloud features to execute 

large-scale gift card fraud. 

Unlike conventional malware attacks that depend on malicious binaries or exploit kits, Jingle Thief 

demonstrates a growing trend in modern cybercrime: abusing trusted cloud identity infrastructure to achieve 

persistence, move laterally, and monetize access — all while remaining almost invisible to traditional endpoint 

defenses. 

1. The Anatomy of a Cloud-Native Crimewave 

The Jingle Thief actors do not rely on zero-day vulnerabilities or complex implants. 

Instead, they weaponize the very systems organizations trust the most — Microsoft 365, Azure Entra ID, and 

related identity services. 

By compromising legitimate credentials through convincing phishing or smishing campaigns, the attackers 

infiltrate corporate tenants and patiently explore cloud data to identify high-value targets. 

Once they discover internal portals or workflows linked to gift card management and issuance, they exploit 

those processes to create fraudulent transactions that appear fully legitimate in audit trails. 

This approach allows Jingle Thief to operate without deploying a single piece of malicious code inside the 

victim network. 

Every action — from login to data access — is technically “authorized,” because it is performed using valid 

user tokens and Microsoft Graph API calls. 

For many security teams, this makes detection extremely difficult. The absence of malware artifacts, coupled 

with the use of genuine user accounts and devices, means that even advanced endpoint detection and response 

(EDR) tools may see nothing out of the ordinary. 

2. The Scale of Financial Impact 

Unit 42 and several independent researchers estimate that global losses attributed to Jingle Thief already 

reach into the tens of millions of U.S. dollars, with a clear upward trajectory as the campaign continues into 

late 2025. 

Retailers and consumer service providers remain the primary victims because they operate large-scale digital 

gift card ecosystems — a perfect target for financially motivated actors. 

Gift cards are easy to issue, difficult to trace once redeemed, and widely accepted across platforms, making 

them a nearly frictionless medium for money laundering. 



In multiple confirmed incidents, attackers maintained persistent access within cloud environments for up to ten 

months before discovery. 

During that time, they compromised dozens of accounts, gradually escalating privileges, modifying mailbox 

rules, and embedding themselves into routine business processes. 

By the time detection occurred, significant fraud had already taken place, and in several cases, the attackers had 

fully automated the issuance of new cards through scripted Graph API calls. 

The campaign’s stealth and longevity make it particularly damaging. 

Unlike ransomware, which causes immediate disruption, Jingle Thief operates quietly in the background — 

draining value continuously while business operations appear normal. 

Victims often discovered the fraud only after reconciling financial records or receiving reports from partners 

and customers about suspicious gift card activity. 

3. Origins and Infrastructure 

Evidence collected from network telemetry and forensic investigation suggests that much of the Jingle Thief 

activity originated from Moroccan network infrastructure, including IP ranges assigned to Maroc Telecom, 

ASMedi, and other regional ISPs. 

However, attribution remains uncertain: the attackers frequently used VPN and proxy networks across Europe 

and North America to obscure their true origin. 

Analysts emphasize that the campaign’s professionalism — consistent phishing templates, dynamic domain 

registration, and use of global infrastructure — indicates an organized group with technical capability and 

financial backing, rather than isolated individuals. 

The group operates primarily for profit, not espionage. 

No evidence points to state sponsorship or politically motivated objectives. 

Instead, their entire workflow — from credential harvesting to monetization — mirrors the structure of a cloud-

enabled criminal enterprise. 

The operation exhibits modularity, suggesting specialized roles: one cell develops phishing infrastructure, 

another manages access to compromised tenants, and another handles the monetization and laundering of gift 

cards through online marketplaces. 

4. Seasonal Timing and Psychological Exploitation 

The timing of the campaign is no coincidence. 

Researchers observed spikes in Jingle Thief activity in the final quarter of the year, aligning precisely with 

major global shopping events such as Black Friday, Cyber Monday, and the Christmas shopping season. 

During this period, organizations issue vast numbers of promotional and reward cards, temporary staff are hired, 

and corporate controls are often relaxed to accommodate high transaction volumes. 

Attackers capitalize on this seasonal surge in both gift card issuance and employee distraction. 

Phishing messages are themed around familiar year-end concepts — “holiday rewards,” “employee appreciation 

bonuses,” or “security verification before the festive rush.” 

To an overworked retail employee preparing for Black Friday sales, such messages appear plausible and even 

helpful. 

The psychological element is key: by aligning their lures with legitimate seasonal communications, Jingle 

Thief’s operators reduce suspicion and drastically increase click-through rates. 

In some organizations, phishing simulations run during this period show user susceptibility rates doubling 

compared to non-holiday months. 



Moreover, the attackers know that incident-response capacity is stretched thin at year-end. 

IT teams are focused on uptime and transaction performance; many key staff members are on vacation. 

This provides an ideal environment for long-dwell intrusions. 

An account compromised in mid-November can remain undetected well into January, giving the adversary a 

full fiscal quarter of access. 

5. The Broader Context: Identity as the New Perimeter 

Jingle Thief exemplifies a broader transformation in the cyber-threat landscape: the shift from endpoint 

exploitation to identity exploitation. 

As enterprises migrate critical operations to the cloud, credentials — not endpoints — have become the most 

valuable assets. 

Attackers no longer need to breach firewalls or drop binaries; they simply need to become the user. 

This paradigm renders many traditional defenses obsolete. 

Firewalls, intrusion prevention systems, and antivirus tools cannot detect malicious use of legitimate 

credentials. 

Even multi-factor authentication (MFA) provides limited protection if the attacker registers a new trusted device 

or manipulates OAuth tokens. 

Cloud service providers like Microsoft offer extensive logging, but many organizations fail to aggregate or 

analyze those logs in real time, creating blind spots that Jingle Thief eagerly exploits. 

In essence, the campaign highlights how identity compromise now equals infrastructure compromise. 

When an attacker gains control of a cloud account with administrative privileges or API permissions, they 

inherit the same trust and power as the legitimate owner. 

From that position, they can explore corporate data, create or approve transactions, and even set up new 

authentication flows to maintain persistence indefinitely. 

6. Operational Sophistication 

Unit 42’s technical breakdown reveals several tactics that illustrate the campaign’s maturity: 

• Dynamic Phishing Infrastructure: 

Domains are registered and abandoned rapidly, often mimicking corporate branding or Microsoft login 

portals. 

The group uses TLS certificates issued through automated services like Let’s Encrypt to appear 

authentic. 

• Adaptive Authentication Abuse: 

Once credentials are obtained, the attackers immediately register new devices in Azure Entra ID, 

ensuring they can bypass future password resets. 

They also configure new Authenticator apps or leverage OAuth consent mechanisms to silently 

authorize malicious applications. 

• Mailbox Rule Manipulation: 

To maintain stealth, mailbox rules automatically forward certain categories of email — especially those 

containing financial approvals or security alerts — to attacker-controlled accounts. 

Simultaneously, any copies of those messages are deleted from the victim’s inbox and sent items 

folders. 

• API-Based Automation: 

Using legitimate Microsoft Graph API calls, attackers query SharePoint for sensitive documents, extract 

spreadsheets containing gift card codes or financial workflows, and execute transaction scripts. 

These API calls blend seamlessly into normal enterprise traffic. 



Each of these techniques demonstrates a high level of understanding of corporate cloud environments and 

emphasizes the group’s strategic patience. 

Rather than seeking immediate profit, Jingle Thief invests time in reconnaissance and system mapping, 

maximizing the value of every compromised tenant. 

7. Global Relevance and Risk to Retail Ecosystems 

While initial reporting centers on large North American and European retail chains, the Jingle Thief 

methodology poses a global threat. 

Any organization that issues digital vouchers, loyalty points, or stored-value products is a potential target. 

Smaller e-commerce companies, often lacking mature identity governance, are especially vulnerable. 

The interconnected nature of modern retail means that a compromise in one supplier’s Microsoft 365 tenant can 

cascade to partners through shared SharePoint folders or federated authentication. 

In several cases, compromised accounts were used to send phishing messages to vendors and affiliates, 

expanding the campaign’s reach beyond the initial victim. 

For regulators, the incident underscores potential gaps in financial accountability and consumer protection. 

Unlike payment card breaches, which are subject to strict PCI DSS reporting requirements, gift card fraud often 

falls into ambiguous territory — somewhere between internal fraud and cybercrime. 

As a result, actual losses may be underreported, and the true scale of Jingle Thief’s financial impact could be 

significantly higher than public estimates. 

8. Forecast: Heightened Risk During the 2025 Holiday Season 

As the 2025 holiday shopping season approaches — encompassing Black Friday (28 November), Cyber 

Monday (1 December), and the run-up to Christmas — the conditions that enable Jingle Thief are at their 

peak. 

Consumers will purchase record numbers of digital gift cards, and companies will push aggressive promotional 

campaigns through email, SMS, and social media. 

Each of these channels provides fertile ground for threat actors to plant malicious links or impersonate corporate 

communications. 

Organizations should expect a sharp rise in credential-phishing campaigns themed around holiday sales, 

employee bonuses, and gift card redemptions. 

Attackers will likely recycle the same infrastructure used in previous Jingle Thief operations, possibly with new 

branding and localized language to target European markets. 

Security teams must anticipate this surge. 

Between late November and early January, monitoring workloads increase dramatically, while staffing levels 

drop due to vacations. 

The combination of high transaction volume and low defensive attention creates a perfect storm for cloud-

based fraud. 

It is precisely during these weeks that Jingle Thief — or successor groups inspired by its success — are most 

likely to strike again. 

9. Strategic Implications for the Coming Year 

The exposure of Jingle Thief serves as a wake-up call for enterprises that still rely on legacy perimeter-based 

security thinking. 

The campaign demonstrates that defending cloud identities requires continuous visibility, behavioral 



analytics, and context-aware authentication policies. 

Merely deploying MFA is not enough; organizations must monitor for anomalies such as new device 

registrations, OAuth consent grants, and abnormal API usage patterns. 

Furthermore, the financial sector and retail regulators may need to reevaluate compliance frameworks around 

digital gift cards and stored-value products. 

If such instruments can be weaponized at scale through cloud identity abuse, they warrant the same risk 

classification as traditional payment systems. 

From a strategic intelligence perspective, Jingle Thief will likely influence other financially motivated threat 

groups. 

Already, analysts report copycat operations testing similar techniques in other industries — including travel 

rewards, subscription vouchers, and even cryptocurrency exchange credits. 

The ability to convert stolen cloud access directly into cash-equivalent assets represents a new frontier in cyber-

enabled financial crime. 

10. Conclusion 

Jingle Thief is more than a seasonal fraud scheme — it is a case study in how the convergence of identity 

compromise and cloud automation enables silent, scalable theft. 

By exploiting legitimate credentials and cloud features, the attackers bypassed traditional security layers and 

operated for months within trusted environments. 

Their success illustrates the vulnerability of digital ecosystems where convenience and rapid integration often 

outpace security governance. 

As organizations gear up for the Black Friday to Christmas retail period, awareness is the first line of defense. 

Executives must recognize that the threat is not hypothetical: it is active, evolving, and opportunistic. 

Every unmonitored login, every unsupervised device registration, and every overlooked mailbox rule could 

represent an open door. 

The upcoming holiday season will test whether businesses have internalized the lessons of Jingle Thief. 

Those that strengthen their identity controls, enhance user vigilance, and integrate real-time anomaly detection 

will weather the season safely. 

Those that do not risk becoming another case study in the growing catalogue of cloud-based financial 

intrusions defining this era. 

  



Incident Overview 

The name “Jingle Thief” captures both the seasonal opportunism and the criminal sophistication of this 

campaign. 

Much like the festive jingles that dominate the retail soundscape each November and December, this operation 

thrives in the same period — the holiday shopping season, when consumer activity peaks, corporate vigilance 

declines, and digital gift card traffic surges. 

By aligning their tactics with the rhythms of the retail calendar, the perpetrators of Jingle Thief have managed 

to blend deception, timing, and technology into a uniquely effective cyber-fraud strategy. 

At its core, the campaign is not technically complex in the traditional sense. 

It does not rely on zero-day exploits, custom malware, or advanced evasion frameworks. 

Instead, it demonstrates a deep understanding of how modern organizations work — and how human behavior, 

especially under seasonal pressure, can be turned into a weapon. 

The attackers’ true innovation lies in their ability to exploit trust, process, and timing rather than software 

vulnerabilities. 

 

Origins and Threat Actor Identification 

Researchers from Palo Alto Networks’ Unit 42 linked the activity cluster to an emerging financially motivated 

group designated Cluster CL-CRI-1032. 

This cluster operates primarily across cloud environments, with a consistent focus on Microsoft 365 and 

Azure Entra ID tenants. 

The infrastructure and behavioral patterns observed show clear hallmarks of a professional cybercrime 

syndicate rather than isolated opportunists. 

The group’s methodology suggests a structured, division-of-labor approach: 

• One subset builds and maintains phishing infrastructure — registering and rotating deceptive domains 

designed to imitate Microsoft login portals or retail HR systems. 

• Another specializes in initial access operations, conducting smishing campaigns and distributing lures 

through social networks, professional email threads, and even internal chat invitations. 

• A third team handles credential validation and monetization, ensuring stolen accounts are usable and 

mapping which ones provide access to payment or gift-card systems. 

The cluster’s operational tempo accelerates dramatically between October and January, coinciding with 

Black Friday, Cyber Monday, and the Christmas shopping period. 

During this window, both employees and consumers are inundated with legitimate promotional emails — a 

perfect smokescreen for phishing activity. 

 

Primary Targets and Victim Profile 

Jingle Thief is designed with a laser-like focus on retail and consumer-service ecosystems, industries that rely 

heavily on fast-moving, high-volume transactions. 

The following categories have been identified as primary targets: 



1. Global Retail Chains – Large enterprises with distributed workforces, franchise operations, and 

customer loyalty programs. These organizations often issue thousands of gift cards daily and use cloud-

connected systems for management and validation. 

2. Consumer Service Brands – Hospitality, entertainment, travel, and food-delivery platforms that 

operate digital voucher or coupon programs linked to online payment gateways. 

3. Organizations Issuing Digital or Physical Gift Cards – Companies that manage stored-value 

instruments via centralized web portals, often integrated with Microsoft 365-based business workflows. 

4. Enterprises Using Microsoft Cloud Infrastructure – Businesses whose authentication, collaboration, 

and file storage functions depend on Microsoft 365, SharePoint, and OneDrive are disproportionately 

exposed because these are precisely the ecosystems the attackers understand best. 

These sectors share several characteristics that make them ideal targets: 

• High transaction velocity: Large numbers of low-value transactions make anomalous gift card 

issuances difficult to detect. 

• Seasonal staffing turnover: Temporary or part-time employees often have access to key systems but 

receive minimal security training. 

• Decentralized authorization: Approvals for promotional card creation or reimbursement are often 

automated or dispersed across regional offices. 

• Cloud reliance: The migration of financial workflows into Microsoft-based applications centralizes 

risk; compromise of a single identity can unlock entire systems. 

 

Social Engineering and Credential Harvesting 

The first stage of every Jingle Thief intrusion is credential theft — achieved almost exclusively through social 

engineering. 

Attackers send persuasive messages masquerading as routine business communications: 

“Action Required: Verify your Microsoft 365 account before end-of-year payroll update,” 

“Confirm your eligibility for the Employee Holiday Gift Program,” or 

“Security Notice: Your cloud session will expire — click to renew access.” 

These messages arrive via email, SMS, and sometimes collaboration platforms like Teams or Slack, 

depending on what is publicly associated with the target company. 

The malicious links direct users to carefully cloned login portals hosted on attacker-controlled domains — often 

with legitimate TLS certificates issued via Let’s Encrypt, lending further credibility. 

Once credentials are entered, the victim is redirected to an authentic company or Microsoft landing page, 

creating the illusion of a normal login. 

Behind the scenes, the attackers immediately validate and store the harvested usernames and passwords, 

frequently automating the process through Python or PowerShell scripts that test credentials against Microsoft 

Graph API endpoints. 

Unit 42 analysts observed that the phishing pages adapt dynamically to match the brand of the targeted 

organization. 

Logos, background images, and even internal communication tone are replicated to perfection, indicating access 

to prior stolen templates or open-source intelligence (OSINT) harvested from corporate websites and LinkedIn. 

 



Operational Objective 

The overarching goal of the campaign is persistent and covert access to corporate cloud accounts that 

control or approve gift card issuance workflows. 

By compromising employees who manage these systems — typically in finance, marketing, or e-commerce 

divisions — the attackers can: 

• Generate fraudulent gift cards directly within legitimate corporate portals; 

• Approve pending transactions without triggering alerts, using the same credentials as authorized staff; 

• Harvest existing card codes or inventory spreadsheets for resale; 

• Monitor internal communications to avoid detection and time new attacks precisely. 

Once inside, the attackers do not act immediately. 

They observe patterns, study approval hierarchies, and identify which accounts possess dual authorization 

rights. 

Only when they fully understand the workflow do they begin issuing fraudulent cards — ensuring that every 

action appears legitimate within audit logs. 

These stolen or unauthorized cards are then sold on dark-web markets, Telegram channels, and gray-market 

resale sites, often at steep discounts (e.g., 70 USD cards sold for 40 USD in cryptocurrency). 

In some cases, the cards are used as part of money-laundering chains, converting stolen funds from other 

cyber-operations into trace-resistant digital assets. 

 

Broader Implications 

While the surface narrative focuses on gift-card fraud, the implications of Jingle Thief extend far beyond retail 

finance. 

The same cloud-identity exploitation techniques could be used to access payroll systems, HR data, supply-

chain management tools, or partner portals. 

What makes Jingle Thief particularly dangerous is its demonstration that persistent cloud intrusion and 

business-process manipulation can yield direct, liquid profit — without ransomware, data exfiltration, or 

extortion. 

The campaign also highlights the growing convergence between cyber-fraud and traditional business 

operations. 

By infiltrating legitimate processes instead of disrupting them, Jingle Thief transforms the victim organization 

into an unwitting participant in its own exploitation. 

As of late 2025, analysts believe Cluster CL-CRI-1032 remains active. 

Given the predictable annual cycle of retail promotions, similar campaigns are expected to resurface in Q4 

2026 with refined phishing content and expanded targeting across multiple languages and regions. 

Organizations that fail to strengthen cloud identity governance and transaction-approval monitoring before the 

upcoming holiday period risk joining the growing list of Jingle Thief casualties. 

 

  



Attack Lifecycle 

1. Initial Access – Credential Phishing 

The Jingle Thief campaign begins with an exceptionally well-crafted credential phishing phase, demonstrating 

both social engineering expertise and technical precision. 

The attackers launch multi-channel lures, combining phishing emails with SMS-based smishing messages 

that target employees across retail, finance, and e-commerce departments. These messages appear authentic, 

often using subject lines such as “Microsoft 365 Security Verification,” “End-of-Year Account Validation,” or 

“Employee Gift Card Bonus Program.” 

Each message is customized using information gathered from public sources — LinkedIn job titles, company 

press releases, or recent promotional campaigns — to enhance credibility. 

The content often mirrors corporate communication style, including official logos, tone, and even internal 

terminology. 

Recipients are directed to spoofed login pages that replicate Microsoft’s authentication interface or the 

organization’s single sign-on (SSO) portal. 

A classic URL obfuscation trick is used, such as: 

https://organization.com@malicious-portal[.]cl/login 

At first glance, the domain appears legitimate, because the familiar company name precedes the “@” symbol. 

However, the browser actually connects to the domain after the “@” — in this case, the attacker’s server. 

When a victim enters credentials, the page silently transmits them via HTTPS POST requests to a remote 

credential collection endpoint, typically hosted on compromised WordPress sites or inexpensive cloud servers. 

Immediately afterward, the user is redirected to a genuine Microsoft 365 or corporate landing page, minimizing 

suspicion. 

In some variants, the phishing site also captures MFA tokens by presenting a second “verification” screen. 

The entire process happens within seconds, leaving the victim unaware that their credentials — and potentially 

their session cookies — have been stolen. 

This method’s strength lies in authenticity and timing. During high-volume retail periods like Black Friday or 

Christmas, when employees expect IT or HR communications, the deception is almost flawless. 

 

2. Cloud Reconnaissance 

Once a cloud account is successfully compromised, the attackers shift to reconnaissance within the Microsoft 

365 environment. 

Rather than immediately exploiting access, they take time to observe, analyze, and map the target 

organization’s digital landscape. 

The attackers begin by accessing Exchange Online, SharePoint, and OneDrive repositories to identify high-

value data such as: 

• Internal spreadsheets documenting gift card issuance or redemption; 

• Workflow diagrams outlining approval processes; 



• Financial team distribution lists; 

• Credentials or tokens stored in plaintext in shared documents; 

• Contact lists of employees with payment authorization roles. 

Leveraging legitimate Microsoft Graph API queries, the actors enumerate users, groups, and permissions. This 

activity blends seamlessly with normal traffic patterns, making detection difficult. 

For example, API calls like GET /users and GET /groups/{id}/members allow attackers to map internal 

hierarchies and understand who has access to specific systems. 

They also search mailbox contents for keywords such as “giftcard,” “voucher,” “approval,” or “finance 

portal.” 

This reconnaissance provides insight into both the business process and the human factors — who approves 

what, when, and how. 

In some instances, attackers upload small scripts or use automation tools like Power Automate or Outlook rules 

to track certain communications in real time. 

When an approval email passes through a compromised mailbox, it triggers a silent alert to the attacker-

controlled address, notifying them of potential fraudulent opportunities. 

By the end of this stage, the adversaries possess a comprehensive map of the target’s operational 

environment, including who controls financial workflows and where digital assets reside. 

This intelligence becomes the foundation for their next phase — lateral expansion. 

 

3. Lateral Movement – Internal Phishing 

Armed with valid credentials and internal intelligence, Jingle Thief actors expand their reach through lateral 

movement, leveraging trust relationships within the organization. 

Instead of deploying malware or brute-forcing credentials, they use the most effective tool available: the 

company’s own communication system. 

From compromised mailboxes, attackers send internal phishing messages that appear authentic and contextually 

relevant. 

Examples include: 

“Hey, can you quickly review this approval before today’s batch goes out?” 

“Finance asked me to confirm the updated redemption sheet – please sign in here.” 

Because these messages originate from legitimate corporate accounts, internal spam filters rarely flag them. 

Recipients often comply immediately, entering credentials on cloned Microsoft 365 login pages identical to 

those used in the initial compromise. 

During this phase, attackers also manipulate mailbox rules to conceal their activity. They create rules that 

automatically forward all inbound mail to external addresses under their control and delete certain message 

categories (for instance, security alerts or MFA notifications). 

Some rules silently move replies from IT or security teams to hidden folders, ensuring that the compromised 

user never sees them. 

The result is a stealthy, self-propagating compromise. 

Each newly breached account becomes a platform to compromise others, expanding access horizontally across 



departments. 

Over days or weeks, dozens of accounts may fall under control, providing access to overlapping systems, 

calendars, and internal SharePoint sites. 

Lateral movement is also psychological: colleagues trust internal requests more than external ones. 

By exploiting familiarity and the holiday rush, Jingle Thief turns routine collaboration into an attack vector — 

all without triggering endpoint or network-based alerts. 

 

4. Persistence – MFA Evasion 

Once the attackers achieve sufficient access, they move to establish persistence within the environment. 

The primary objective is to maintain continuous control even if credentials are changed or sessions expire. 

To achieve this, Jingle Thief operators exploit features of Azure Entra ID (formerly Azure Active 

Directory). 

They register rogue devices in the organization’s directory — laptops, mobile devices, or virtual machines that 

appear as legitimate endpoints. 

Once a device is registered and marked as compliant, it can receive refresh tokens and maintain sessions 

indefinitely, even across password resets. 

Attackers may also manipulate MFA settings by enrolling a new Authenticator app or secondary device on 

behalf of the user. 

In some cases, they exploit self-service enrollment flows that allow users to add new MFA methods after 

successful authentication. 

This subtle technique ensures that even if the primary device is secured, the attackers can continue to approve 

MFA prompts through their rogue app. 

Additionally, the actors occasionally create hidden administrative accounts or grant OAuth consent to 

malicious applications that masquerade as legitimate productivity tools. 

These apps can then read emails, access SharePoint documents, or generate access tokens autonomously. 

This persistence strategy is elegant because it uses legitimate cloud functionality — not malware, backdoors, 

or exploit code. 

All sessions appear normal from Microsoft’s perspective, and no security software detects “malicious files.” 

Even sophisticated organizations struggle to detect this level of identity compromise. 

Unless the SOC actively monitors for unusual device registrations, new MFA methods, or anomalous OAuth 

consents, attackers can remain embedded for months — a hallmark of the Jingle Thief campaign. 

This persistence layer ensures that, even after detection of one compromised account, the adversary can quickly 

regain entry using another token or device, maintaining continuous access to the environment. 

 

5. Monetization – Gift Card Fraud 

The ultimate objective of Jingle Thief is monetary gain, achieved through large-scale, covert gift card fraud. 

Once attackers have persistent access and understand the organization’s workflows, they move from 

reconnaissance to active exploitation. 



They infiltrate or impersonate systems responsible for gift card generation, approval, or distribution — 

typically web applications integrated with Microsoft 365 authentication. 

Because they operate from legitimate accounts with real credentials, all transactions appear authorized in 

system logs. 

In some cases, the attackers directly generate new gift card codes by submitting automated requests through 

the organization’s internal portals. 

In others, they identify pending approvals within workflow queues and silently approve them, effectively 

releasing hundreds or thousands of digital vouchers at once. 

These vouchers are then exported as spreadsheets or copied from shared folders. 

Within hours, the stolen codes are posted for sale on dark web marketplaces, Telegram channels, or gray-

market resale sites, often priced 40–60% below face value. 

Some actors use intermediaries who specialize in laundering digital gift cards — converting them into 

cryptocurrency or transferring value to third-party accounts. 

The scale of theft varies by victim. In smaller cases, losses total a few thousand dollars; in larger enterprises, 

analysts estimate damages in the hundreds of thousands to millions. 

Because gift cards are considered promotional or marketing assets rather than financial instruments, many 

organizations fail to detect anomalies promptly. 

This stage is the campaign’s endgame: the transformation of stolen cloud identities into direct, liquid profit. 

By bypassing the need for ransomware or extortion, Jingle Thief achieves the same outcome — large-scale 

financial theft — while avoiding the visibility and legal scrutiny associated with traditional cyberattacks. 

The operation concludes not with encryption or data leaks, but with quiet fraud and silent loss, often 

discovered months later during financial audits. 

 

Technical Analysis 

Observed Techniques: 

• Phishing sites hosted on compromised WordPress and low-cost cloud VPS providers. 

• IP infrastructure traceable to North African and European VPN nodes. 

• Legitimate user-agents (Edge, Chrome) to avoid signature-based detection. 

• Exchange Online mail rules creating auto-forwarders to external addresses. 

• OAuth token abuse for Graph API access and continuous data retrieval. 

Example Indicators of Compromise (IOCs): 

• Domains: 
o m365-loginportal[.]cl 
o secure-giftportal[.]shop 
o outlookauth-verify[.]net 

• IP ranges: 102.153.0.0/16 (Maroc Telecom), 154.72.0.0/15 (ASMedi Group) 

• Suspicious user agents: “Microsoft Office/16.0 (Macintosh; Intel Mac OS X 10_15_7)” from non-

corporate geos 

 



Impact Assessment 

Scope: 

In some confirmed cases, threat actors maintained access for up to 10 months, compromising more than 60 

corporate accounts in a single organization. 

Consequences: 

• Unauthorized gift card issuances worth hundreds of thousands of dollars. 

• Exposure of internal documents and customer records. 

• Potential breach notification requirements under GDPR and NIS2. 

• Erosion of customer trust during peak retail periods. 

 

MITRE ATT&CK Mapping 

Stage Technique ID Description 

Initial Access Phishing for Credentials T1566.002 Spear-phishing via email and SMS 

Credential Access Valid Accounts T1078 Use of stolen Microsoft 365 credentials 

Persistence Add Device / Authenticator 
T1136 / 

T1098 
Rogue Azure AD device registration 

Defense Evasion Mailbox Rule Creation T1114.003 Auto-forward or delete rules 

Discovery Cloud Infrastructure Discovery T1087.004 Enumeration of SharePoint, OneDrive 

Lateral 

Movement 
Internal Phishing T1566.003 Re-use of trusted mailboxes 

Exfiltration 
Exfiltration Over Web 

Services 
T1567 

Using Graph API and Outlook Web 

Access 

Impact Fraudulent Transactions T1499 Monetary fraud via gift card issuance 

 

Mitigation and Detection Recommendations 

1. Identity and Access Hardening 

• Enforce MFA on all users and block legacy authentication. 

• Audit and remove unrecognized device registrations in Entra ID. 

• Apply “least privilege” access to gift card or financial systems. 

2. Cloud Monitoring and Alerting 

• Enable sign-in risk policies and impossible-travel alerts. 

• Monitor for new mailbox rules or OAuth app consents. 

• Correlate Graph API access with geolocation and user agent data. 

3. User Awareness 



• Conduct holiday-season phishing simulations. 

• Highlight that legitimate IT departments never request login approval via SMS links. 

• Reinforce security culture around credential protection and reporting suspicious emails. 

4. Incident Response Readiness 

• Maintain a playbook for cloud account compromise: token revocation, device de-registration, mailbox 

rule audit. 

• Integrate identity-based detection rules in SIEM/XDR platforms. 

• Conduct post-incident review to identify policy gaps and user training needs. 

 

Lessons Learned 

Jingle Thief underscores a fundamental shift in cybercrime: from endpoint malware to cloud-native fraud. 

By exploiting trusted identities instead of exploiting software vulnerabilities, threat actors can operate for 

months undetected within modern enterprises. 

Organizations must treat cloud identity as their primary perimeter and implement continuous behavioral 

monitoring around Microsoft 365 and similar environments. 

Retail businesses, in particular, should classify gift card issuance systems as High Value Assets (HVAs) 

subject to the same security controls as payment gateways or financial platforms. 

 

Appendix A – Key Indicators of Compromise 

Type Indicator Description 

Domain m365-loginportal[.]cl Phishing page imitating Microsoft 365 

Domain secure-giftportal[.]shop Used for fraudulent transaction logins 

IP Address 102.153.214.44 Maroc Telecom residential VPN endpoint 

IP Address 154.72.98.23 ASMedi ISP Morocco 

File / User 

Agent 

Microsoft Office/16.0 

(Macintosh) 
Used from foreign IP ranges not linked to the target 

organization 

 

Appendix B – Detection Queries (Example) 

Microsoft Defender XDR – Suspicious Mailbox Rules 

EmailEvents 

| where Timestamp > ago(30d) 

| where ActionType == "RuleCreated" 

| where Details contains "ForwardTo" 

| where SenderFromDomain != RecipientDomain 

Azure AD – Rogue Device Registration 



DeviceRegistrationEvents 

| where RegistrationStatus == "Success" 

| where DeviceOSType == "Windows" or DeviceOSType == "Android" 

| where IPAddress !in (corporateRanges) 

 

Conclusion 

The Jingle Thief campaign demonstrates how financially motivated actors can weaponize cloud identity 

systems to commit fraud at enterprise scale. 

As holiday periods approach, organizations must assume that attackers will exploit heightened transaction 

volumes and human inattention. 

Investment in identity threat detection and response (ITDR), combined with strong MFA enforcement and user 

education, is the most effective defense against the next wave of cloud-based financial attacks. 

  



About Ransomwared 

Ransomwared is a European-based cybersecurity initiative committed to protecting organizations against the 

evolving threat of ransomware. Our mission is to disrupt the economics of cyber extortion by providing 

intelligence, technology, and rapid response capabilities that empower defenders to outpace attackers. 

At the core of our work is a next-generation, AI-enhanced, autonomous SOC (Security Operations Center) 

that operates 24/7. This SOC continuously ingests global threat intelligence, analyzes attacker behaviors, and 

autonomously correlates patterns against enterprise telemetry. By leveraging machine learning models trained 

on ransomware TTPs—including those used by groups such as Akira—we provide real-time detection, 

predictive defense, and automated containment actions. 

How We Stay Ahead of Threats Like Akira 

• AI-Driven Threat Intelligence: Our models are continuously refined with data from ransomware 

campaigns, CVE exploit chains, and underground ecosystems, enabling proactive detection of new 

attack variants. 

• 24/7 Autonomous SOC: Operating around the clock, our SOC doesn’t just monitor—it autonomously 

correlates anomalies, isolates compromised endpoints, and enforces adaptive security controls in real 

time. 

• Behavioral Defense: By mapping techniques to MITRE ATT&CK, we detect ransomware campaigns 

even when adversaries change infrastructure, binaries, or ransom note formats. 

• Continuous Learning: Every incident enriches our AI and SOC capabilities, strengthening defenses not 

only for individual organizations but across the entire Ransomwared community. 

Our Broader Mission 

• Threat Intelligence Reports: In-depth CTI reporting (like this Akira analysis) that provides technical, 

operational, and strategic insights. 

• Vulnerability-to-Exploit Correlation: Automated pipelines that link CVEs with ransomware 

campaigns within hours of disclosure. 

• Resilience by Design: Guidance for implementing Zero Trust, immutable backups, and robust incident 

response frameworks. 

Our Vision 

We believe the fight against ransomware will not be won by reacting to incidents, but by out-automating 

adversaries. By combining advanced AI, a 24/7 autonomous SOC, and a culture of open intelligence sharing, 

Ransomwared helps organizations move from reactive defense to proactive resilience—ensuring that 

ransomware groups like Akira lose their strategic advantage. 

For more information, resources, and access to our threat intelligence services, visit: 

  www.ransomwared.eu 

 


